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What is Multimodality 

— Let's start from the simplest concept.



What is Multimodality?
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What is Multimodality?



What is Multimodality?



Heterogeneous Modalities



Dimensions of Heterogeneity



Why is Multimodality 



13[1] Bergen, Benjamin K.  Louder than words: The new science of how the mind makes meaning. Basic Books, 2012

Human processes multimodal infos simultaneously 



Why is Multimodality?

Many use cases are impossible 
without multimodality, especially 
those in industries that deal with a 
mixture of data modalities such as 
healthcare, robotics, e-commerce, 
retail, gaming, etc.

An example of how multimodality can be 
used in healthcare. Image from 
Multimodal biomedical AI



Why is Multimodality?

Some cool multimodal use cases from GPT-4V



Why is Multimodality?



Multimodal Challenges



Challenge 1: Representation



Challenge 1: Representation



Challenge 2: Alignment



Challenge 2: Alignment



Challenge 3: Reasoning



Challenge 3: Reasoning



Challenge 4: Generation



Challenge 5: Transference



Large Multimodal Models

— The age of the large model is upon us, so let's just skip the small model 
and leap directly into the large model era.



Milestones

Given the existence of so many amazing multimodal systems, a challenge of writing this PPT is 
choosing which systems to focus on. Here, we will focus on two models: CLIP (2021) and 
Flamingo (2022) both for their significance as well as availability and clarity of public details.

● CLIP was the first model that could generalize to multiple image classification tasks with 
zero- and few-shot learning.

● Flamingo wasn’t the first large multimodal model that could generate open-ended 
responses (Salesforce’s BLIP came out 3 months prior). However, Flamingo’s strong 
performance prompted some to consider it the GPT-3 moment in the multimodal domain.

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)
● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2103.00020
https://arxiv.org/abs/2204.14198


CLIP

Contrastive Language-Image Pre-training

a good practice for alignment



CLIP: Contrastive Language-Image Pre-training

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

➔ CLIP leveraged natural language 

supervision and contrastive learning, 

which allowed CLIP to both scale up 

their data and make training more 

efficient. We’ll go over why/how these 

two techniques work.

Zero-shot image classification with CLIP

https://arxiv.org/abs/2103.00020


CLIP's high-level architecture

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

https://arxiv.org/abs/2103.00020


Scalable Data

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

https://arxiv.org/abs/2103.00020


Language model objective

If a classifier outputs only one class for each input, a language model outputs a sequence of classes. Each generated 

class is called a token. Each token is from a predetermined list, the vocabulary, of the language model.

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

https://arxiv.org/abs/2103.00020


Contrastive objective (CLIP)

While the language model objective allows for vastly more flexible outputs, CLIP authors noted this objective made 

the training difficult. They hypothesized that this is because the model tries to generate exactly the text 

accompanying each image, while many possible texts can accompany an image: alt-text, caption, comments, etc.

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

Texts for an image is diverse

https://arxiv.org/abs/2103.00020


Contrastive objective (CLIP)

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

https://arxiv.org/abs/2103.00020


CLIP

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

https://arxiv.org/abs/2103.00020


CLIP applications: classification

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

https://arxiv.org/abs/2103.00020


CLIP applications: text-based image retrieval

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)

https://arxiv.org/abs/2103.00020


CLIP applications: image generation

● [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAI, 2021)
● https://tryolabs.com/blog/2022/08/31/from-dalle-to-stable-diffusion?utm_source=blog&utm_medium=edgeAIalliance&utm_campaign=edgeAIalliance&utm_id=edgeAIalliance

https://arxiv.org/abs/2103.00020


Flamingo, the dawns of LMMs

a good practice for fine-grained alignment



Flamingo: the dawns of LMMs (多模态大模型的曙光)

In a reductive view, Flamingo =  CLIP + An autoregressive language model

• Adding a decoder LM.  Unlike CLIP, Flamingo can generate text responses.

• Attention interaction between image encoder and LM

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

Flamingo can generate text responses conditioned on both text and images

https://arxiv.org/abs/2204.14198


Flamingo's high-level architecture

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

At a high level, Flamingo consists of 2 parts:

● Vision encoder: a CLIP-like model is trained using contrastive learning. The text encoder of this model is 

then discarded. The vision encoder is frozen to be used in the main model.

● Language model: Flamingo finetunes Chinchilla to generate text tokens, conditioned on visuals and text, 

using language model loss, with two additional components Perceiver Resampler and GATED XATTN-

DENSE layers.

https://arxiv.org/abs/2204.14198


Data

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


Flamingo's vision encoder

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


Flamingo's language model

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


Perceiver Resampler

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


GATED XATTN-DENSE layers

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


Loss function

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


Flamingo Training

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


CLIP vs. Flamingo

● Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

https://arxiv.org/abs/2204.14198


Leveraging LLMs for Multimodal Purposes

— Welcome to the Era of Large Language Models.



Multimodality in LLM era

(Large) language models really improve the cognition-level abilities, 

but it also needs perceive data from many other modalities. 



The Era of Large Language Models (LLMs)



Multimodal LLMs

Visual chat with LMM. Generated by LLaVA: https://llava-vl.github.io/

https://llava-vl.github.io/


Multimodal LLMs is hot right now



GPT-4V

GPT-4 Technical Report, OpenAI



Recap on Language Modeling

CLIP

Flamingo



Instruction Tuning in MultiModal LLM



Instruction Tuning in LLM



Instruction Tuning in LLM



Instruction Tuning in LLM

Self-Instruct with Strong Teacher LLMs & Mixed Human Data



Instruction Tuning in Multimodal LLM



GPT-assisted Visual Instruction Data Generation



LLaVA: Large Language-and-Vision Assistant



Visual Chat: Towards building multimodal GPT-4 level chatbot



Science QA: New SoTA with the synergy of LLaVA with GPT-4



Other Multimodal LLMs: Qwen-VL



Other Multimodal LLMs: CogVLM-Chat



Other Multimodal LLMs: Fuyu



Are we close or surpassing GPT-4?

In terms of prototyping new capabilities

A large gap remains…

In terms of scaling the capability



GPT-4 has Strong abilities in

● Reading multiple high-resolution images, long sequence

● Responding with domain knowledge



However, we're still striving to pursuit it

MLLM-Bench

Evaluating Multi-modal LLMs using GPT-4V with more comprehensive questions

https://github.com/FreedomIntelligence/MLLM-Bench

Distilling GPT-4V in a effective way

Annealing strategy using a dynamic combination of caption and visual instructions.

(In coming)

https://github.com/FreedomIntelligence/MLLM-Bench


MMLM-Bench



Multimodal LLMs using complex instructions

● Objective: best open-source Mutltimodal LLMs  in the world
○ The simper the architecture (e.g. Fuyu) is the better

○ Using complex instructions.

○ Learn from GPT-4V

We could use GPT-4V APIs!



Research Directions for Multimodal 

LMMs



MultiModal In-Context Learning

● Otter: A Multi-Modal Model with In-Context Instruction Tuning

● M3IT: A Large-Scale Dataset towards Multi-Modal Multilingual Instruction Tuning

● MetaVL: Transferring In-Context Learning Ability From Language Models to Vision-Language Models



Adapters for more efficient multimodal training

● LLaMA-Adapter V2: Parameter-Efficient Visual Instruction Model

● Cheap and Quick: Efficient Vision-Language Instruction Tuning for Large Language Models



Multimodal systems for instruction-following

● MultiInstruct: Improving Multi-Modal Zero-Shot Learning via Instruction Tuning (Xu et al., Dec 2022)

● LLaVA: Visual Instruction Tuning (Liu et al., Apr 28, 2023)

● InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning (Salesforce, May 11, 2023)

● LaVIN: Cheap and Quick: Efficient Vision-Language Instruction Tuning for Large Language Models (Luo et al., May 24, 2023)



Multitask Instruct with Established Academic Datasets/Tasks

● MultiInstruct: Improving Multi-Modal Zero-Shot Learning via Instruction Tuning

● mPlug-Owl: Modularization empowers large language models with multimodality

● InstructBLIP: Towards general-purpose vision-language models with instruction tuning

● Multimodal-gpt: A vision and language model for dialogue with humans

● Instruction-ViT: Multi-Modal Prompts for Instruction Learning in ViT

Two existing purposes for Instruct Tuning:

● User-oriented tasks: Daily conversation

● Academic tasks: Existing datasets



Generating multimodal outputs

Generating Images with Multimodal Language Models (Koh et al., Jun 2023) is an awesome paper that shows how LMMs can 

generate and retrieve images together with generating texts.



Applications

● PathAsst: Redefining Pathology through Generative Foundation AI Assistant for Pathology

● PMC-VQA: Visual Instruction Tuning for Medical Visual Question Answering

● LLaVA-Med: Training a Large Language-and-Vision Assistant for Biomedicine in One Day



Evaluations

● Evaluating Object Hallucination in Large Vision-Language Models

● On Evaluating Adversarial Robustness of Large Vision-Language Models

● On the Hidden Mystery of OCR in Large Multimodal Models

● LAMM: Language-Assisted Multi-Modal Instruction-Tuning Dataset, Framework, and Benchmark



Incorporating more data modalities

Today, most multimodal systems work with text and images. It’s only a matter of time before we need systems that can incorporate

other modalities such as videos, music, and 3D. Wouldn’t it be amazing to have one shared embedding space for ALL data 

modalities?



SpeechGPT

A pipeline solution: SpokenGPT



Pipeline solution: SpokenGPT + TTS

● ChatGPT output too long responses 

● In a spoken scenario, we prefer shorter responses

● Some improvements
○ enhancing emotion

○ with accent, pause, 

○ character enhancement

○ with high EQ (emotional intelligence)



Speech-enhanced Response

● Some improvements
○ enhancing emotion 

○ with accent, pause (重音和停顿)

○ character enhancement

Q：我肚子痛怎么办？
GPT-4：
（友好、关心的语气）哎呀，肚子痛可真不舒服。首先呢，（轻声、慢速）尽量放松，
找个地方躺下休息一下。
（轻松、温和的语气）喝点水吧，保持水分很重要。但是呢，（稍微快一点的语速）别
喝咖啡或者酒，这些可能会让胃更不舒服。
（细心、缓慢的语气）你可以试试用热水袋轻轻放在肚子上，这样有时候会感觉好一些。
（简单、清晰的语气）饿了的话，（稍微强调）吃点容易消化的东西，比如白饭或者煮
熟的蔬菜，避免油腻或辛辣的食物。
（认真、坚定的语气）如果疼得厉害，可以考虑吃点非处方的止痛药，但记得（稍微放
慢语速、强调）按说明用，别多吃了。
（关切、严肃的语气）最后啊，（稍微停顿）如果疼痛很严重，或者有其他症状，比如
发烧、呕吐，那就（强调、加快语速）一定要去看医生了。别拖着，安全最重要！

Q：我肚子痛怎么办？
GPT-4：



SpeechGPT implementations

Training

Step 1: rephrase existing response by LLMs/expert

and Step 2 re-train or continue training it

prompt 



EQGPT

● How to generate responses with high EQ？

● Benchmark, training and beyond.



SpeechGPT

A end-2-end solution: SpokenGPT



Solution： SpeechGPT

Dong Zhang and Shimin Li and Xin Zhang and Jun Zhan and Pengyu Wang and Yaqian Zhou and Xipeng Qiu. 

SpeechGPT: Empowering Large Language Models with Intrinsic Cross-Modal Conversational Abilities.

https://github.com/0nutation/SpeechGPT



The existing protocol: speech tokenizer



A simper protocol: linear projection

● Speech/text in; text out

Is the pronunciation correct ?

Random split

Decoder language model

Output: it is incorrect

Linear 

projection

Linear 

projection
Linear 

projection

Word tokenizer



What are missing

● Benchmark

● Dataset

● First-tier open-sourced models



Benchmark for Speech LLM 

● Single modality
○ audio2audio 

○ text2text

● Cross modality
○ audio2text

○ text2audio

● Hybrid
○ hyribd2text

○ hyribd2autio

○ text2hyribd

○ autio2hybrid

○ hybrid2hybrid



Text2audio tasks

● How does the dog bark?

● How to pronounce “bingo”?

● Read “China No. 1” aloud with in Trump’s voice



Hybrid2text Tasks

● How many people are recording below?

● Take out what the man said

● Who was the first person to speak?

● Say a string of numbers backwards

● What is the sentiment of the following audio?

● Transcribe what Trump said 

● What is the difference in emotion between the following two audios?

(Trump and Biden debate)



hybrid2audio

● Swap the voices of the two people below

● Replace Trump's voice with Obama's

● Replace the following sentence with another emotion

● Say the following sentence in a sarcastic way

● Correct my pronunciation



Benchmark

● Human evaluation

● A good speech language model could a be evaluator by itself
○ <Input，ouput1，ouput2>， ouput1 and output2 which one is better



Speech Flan

Synthesize these data based on the defined scenarios



Extension: Long-context Speech language model

Audio in one second would be tokenized into 32-64 tokens! The sequence would be super long！



Scaling text-speech data up



Speech-text training w/t paired data

Transformer

Speech token textual token

Masked language model



Speech, vision and Language, 3 in 1

Transformer

Speech-text-vision

Transformer Transformer Transformer

Speech only text only vision only text-vision

Transformer

speech-vision

Transformer

text-speech

Transformer



Paired data is sparse! 

● How to get the missing modality
○ Synthesis

○ RAG



Speech-text training w/o paired data

Transformer

Speech token textual token

Transformer

Offline ASR Offline TTS

Masked language model Masked language model



Synthetic paired data

textual tokens Speech tokens

I   think   therefore   I   am

Input : Pure text

Text tokenizer
Speech tokenizer

Input : Pure speech



Synthetic paired data

textual tokens

I   think   therefore I   am

TTS

ASR

Speech tokens

Input : Pure text
Input : Pure speech



Panda is eating bamboo

text-image

image-only

Panda is

A seating panda

Panda is eating bamboo

text-only

CLIP+FAISS

A crow is sleeping

RAG for 3 in 1



Panda is eating bamboo

text-image

A seating Panda 

image-only

Panda is

A seating panda

Panda is eating bamboo

text-only

CLIP+FAISS

A crow is sleeping

recall

retrieval

retrieval

recall

RAG



Emerging Topics



Thanks
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