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What i1s Multimodality

— Let's start from the simplest concept.



What is Multimodality?

Multimodal Behaviors and Signals

4 Language Visual Touch
. = Haptics
= Lexicon * Gestures .
= Words « Head gestures * Motion
* Syntax = Eye gestures
- Part-of-speech - Arm gestures Physiological
= Dependencies » Body language = Skin conductance
= Pragmatics = Body posture = Electrocardiogram
= Discourse acts = Proxemics
Acoustic * Eyecontact Mobile
= Head gaze
* Prosody .
= Eye gaze = GPS location

= Intonation
= Voice quality * Facial expressions = Accelerometer

« Vocal expressions » FACS action units

Smile. f . = Light sensors
\ = Laughter, moans mile, frowning




What is Multimodality?

Definition

Modality refers to the way in which something expressed or perceived.

Raw Abstract
. Modalities Modalities
from a sensor (closest from sensor) (farthest from sensor)
N | | g
) Speech Language Sentiment
Examples: signal intensity
Image Detected Object

objects categories



What is Multimodality?

multimodal adjective

mul-ti-mod-al

[ mal-té-mo-d®lwy) ) -ti-

: having or involving several modes, modalities, or maxima
multimodal distributions

| multimodal therapy

In our case, focusing on NLP: text + one or more other modality (images, speech,
audio, olfaction, others). We'll mostly focus on images as the other modality.



What is Multimodality?

A dictionary definition...

Multimodal: with multiple modalities

A research-oriented definition...

Multimodal is the scientific study of

heterogeneous and interconnected data
' -~ . Y
Connected + Interacting




Heterogeneous Modalities

Heterogeneous: Diverse qualities, structures and representations.

Modality A A\ Homogeneous Heterogeneous
Modalities Modalities
Modality B . (with similar qualities) (with diverse qualities)
<« i
AIA AIA Al O *I '
Examples: Images Text from Language
from 2 2 different and vision
cameras languages

Abstract modalities are more likely to be homogeneous



Dimensions of Heterogeneity

Element representations:
Discrete, continuous, granularity

Element distributions:
Density, frequency

Structure:
Temporal, spatial, latent, explicit

Information:
Abstraction, entropy

Noise:
Uncertainty, noise, missing data

Relevance:
Task, context dependence

Modality A

Modality B
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Why 1s Multimodality



=
E|/

|Bt

1

RE &R ‘ RIREE
OB

Human processes multimodal infos simultaneously

[1] Bergen, Benjamin K. Louder than words: The new science of how the mind makes meaning. Basic Books, 2012 13



Why is Multimodality?

Many use cases are impossible
without multimodality, especially
those in industries that deal with a
mixture of data modalities such as
healthcare, robotics, e-commerce,
retail, gaming, etc.

b
F 2 a A= R
—— / Masked (and shifted)
d / target
e = -
Surgical images/observations and actions
input l

Text
The patient Multimodal
developed heart —> — —> ENTER S
failure... Al model

An example of how multimodality can be

used in healthcare. Image from
Multimodal biomedical Al

—

Images and questions

User:
What caused this rash?

Al:
This is probably an
allergic reaction



Why is Multimodality?

Prompt:
Localize each person in the image using bounding box. What is the image size of the input image?

(2) Prompt:

Describe the pointed region in the image.

Method —

The image size of the input image is 1000 x 333 pixels.

Bounding boxes for each person

- Person 1 (leftmost): (x1, y1) = (22, 108), (x2, y2) = (170, 300)

- Person 2: (x1, y1) = (200, 80), (x2, y2) = (290, 270)

- Person 3: (x1, y1) = (350, 70), (x2, y2) = (460, 280)

- Person 4: (x1, y1) = (540, 80), (x2, y2) = (640, 270)

- Person 5 (rightmost): (x1, y1) = (760, 100), (x2, y2) = (920, 290)

3 077
GIT, 107.7 149 1078
Gt 120.8 16.3 1241 . 18.7 1234 159

o 022.3)15.6 124.8 16.1 Note: These ing box are and may not be exact
GPT-4V: Visualization of Detected Bbox:

The highlighted red region in the image is a table cell that
contains a numerical value of 122.3. It is located in the "Test
set" section of the table, under the "out" column and the "GIT2"
row. This value represents the overall performance metric for
the GIT2 method on the test set, in the "out" category.

Prompt:

Which wisdom tooth is hardest to remove? Prompt:
Count the number of apples in the image.

Note: Same query image as shown above, resized to save space

GPT-4V:

The lower wisdom teeth, especially those that are impacted, are typically considered the hardest to remove. This
is because the lower jawbone is denser than the upper jawbone, and the impacted wisdom teeth may be more GPT-4V:
difficult to access. Additionally, the roots of the lower wisdom teeth are often longer and more curved than those There are 7 apples in the image.

of the upper wisdom teeth, making them more challenging to remove.

Some cool multimodal use cases from GPT-4V



Why is Multimodality?

A range of very good reasons:

® Faithfulness: Human experience is multimodal
® Practical: The internet & many applications are multimodal

@ Data efficiency and availability:

O Efficiency: Multimodal data is rich and “high bandwidth” (compared to language;
quoting LeCun, “an imperfect, incomplete, and low-bandwidth serialization
protocol for the internal data structures we call thoughts”), so better for learning?

O Scaling: More data is better, and we’re running out of high quality text data.

Multimodality is one of the main frontiers of the new foundation model revolution.



Multimodal Challenges



Challenge 1: Representation

Definition: Learning representations that reflect cross-modal interactions
between individual elements, across different modalities

wep This is a core building block for most multimodal modeling problems!

Individual elements:

Modality A A\ It can be seen as a “local” representation
or

Modality B @ representation using holistic features



Challenge 1: Representation

Definition: Learning representations that reflect cross-modal interactions
between individual elements, across different modalities

Sub-challenges:
Fusion Coordination Fission
A © A © A ©

# modalities > # representations # modalities = # representations # modalities < # representations



Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

wsp Most modalities have internal structure with multiple elements

Elements with temporal structure: Other structured examples:

=
L —

_S_patial Hierarchical

ModalityA A A A A A

ModalityB @ @ @ @ @




Challenge 2: Alignment

Definition: Identifying and modeling cross-modal connections between all
elements of multiple modalities, building from the data structure

Sub-challenges:

Discrete Continuous Contextualized
Alignment Alignment Representation
1 4Ax A58
“.“‘ .‘.”‘ .‘.ooo
Discrete elements Segmentation and Alignment + representation

and connections continuous warping



Challenge 3: Reasoning

Definition: Combining knowledge, usually through multiple inferential steps,
exploiting multimodal alignment and problem structure

Modality A A A

A ..
HL eielelel | e



Challenge 3: Reasoning

Definition: Combining knowledge, usually through multiple inferential steps,
exploiting multimodal alignment and problem structure
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Challenge 4: Generation

Definition: Learning a generative process to produce raw modalities that
reflects cross-modal interactions, structure and coherence

Sub-challenges:
Summarization Translation Creation
Q ®
2 i<
AN }'A o—A A
Reduction Maintenance Expansion

information:
(content) > D — D &




Challenge 5: Transference

Definition: Transfer knowledge between modalities, usually to help the
target modality which may be noisy or with limited resources

AAAAA

Enriched Modality A

only available
during training
Transference

I
5w a a a 00000

Modality A Modality B




Large Multimodal Models

— The age of the large model is upon us, so let's just skip the small model
and leap directly into the large model era.



Milestones

Given the existence of so many amazing multimodal systems, a challenge of writing this PPT is
choosing which systems to focus on. Here, we will focus on two models: CLIP (2021) and
Flamingo (2022) both for their significance as well as availability and clarity of public details.

e CLIP was the first model that could generalize to multiple image classification tasks with
zero- and few-shot learning.

e Flamingo wasn’t the first large multimodal model that could generate open-ended
responses (Salesforce’s BLIP came out 3 months prior). However, Flamingo’s strong
performance prompted some to consider it the GPT-3 moment in the multimodal domain.

[CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)
Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2103.00020
https://arxiv.org/abs/2204.14198

CLIP

Contrastive Language-Image Pre-training

a good practice for alignment



CLIP: Contrastive Language-Image Pre-training

Food101
guacamole (901%) Ranked 1out of 101 labels

v aphoto of guacamole, a type of food.

=> CLIP leveraged natural language
supervision and contrastive learning, e

which allowed CLIP to both scale up
their data and make training more
efficient. We’ll go over why/how these
two techniques work. Youtube-88

airplane, person (89.0%) Ranked 1out of 23 labels

v aphoto of a airplane.

X aph f a bird

X a photo of a bear
-

X a photo of a giraffe.

Zero-shot image classification with CLIP

. [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

CLIP's high-level architecture

Language projection ‘

matrix W
(0,x D) [ {

‘ Multimodal

embedding

7 of text
happy hippie Text ‘ )2
hamster | encoder ‘ »
‘ Text embedding (D ) Cosine

—— similarity

. score
Image embedding (D )

Image
encoder
e
Multimodal
embedding
‘ of image

Vision projection
matrix W
(D, x D) ‘

CLIP's architecture. Both encoders and projection matrices are jointly trained together from
scratch. The training goal is to maximize the similarity scores of the right (image, text) pairings
while minimizing the similarity scores of the wrong pairings (contrastive learning).

. [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

Scalable Data

For many years, image models were trained with manually annotated (image, text) datasets (e.g.
ImageNet, MS COCO). This isn't scalable. Manual annotation is time-consuming and expensive.

The CLIP paper noted that none of the then-available (image, text) datasets was big and high
quality enough. They created their own dataset - 400M (image, text) pairs - as follows.

1. Construct a list of 500,000 queries. Queries are common words, bigrams, and titles of popular
Wikipedia articles.

2. Find images matching these queries (string and substring match). The paper mentioned this
search did NOT happen on search engines but didn’t specify where. My theory is that since
OpenAl already scraped the entire Internet for their GPT models, they probably just queried
their internal database.

3. Each image is paired with a text that co-occurs with it (e.g. captions, comments) instead of the
query since queries are too short to be descriptive.

. [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

Language model objective

0.29 Class 0
Classifier Output probability
0.52 Class 1
Predetermined classes 004 Class i
Class0 | dog Final output cat
Class 1 cat
Token 1 Token 2 Token 3
Class K and
0.29 0.09 0.32
Language Output probability 0.52 011 0.21
model
0.04 0.68 0.12
Final output cat and dog

If a classifier outputs only one class for each input, a language model outputs a sequence of classes. Each generated
class is called a token. Each token is from a predetermined list, the vocabulary, of the language model.

[CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

Contrastive objective (CLIP)

Several men in hard hats are operating a giant pulley system.
Workers look down from up above on a piece of equipment.
Two men working on a machine wearing hard hats.

Four men on top of a tall structure.

Three men on a large rig.

Texts for an image is diverse

A black dog and a white dog with brown spots are staring at each
other in the street.

A black dog and a tri-colored dog playing with each other on the
road.

Two dogs of different breeds looking at each other on the road.
Two dogs on pavement moving toward each other.

A black dog and a spotted dog are fighting.

While the language model objective allows for vastly more flexible outputs, CLIP authors noted this objective made
the training difficult. They hypothesized that this is because the model tries to generate exactly the text
accompanying each image, while many possible texts can accompany an image: alt-text, caption, comments, etc.

[CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

Contrastive objective (CLIP)

Contrastive learning is to overcome this challenge. Instead of predicting the exact text of each
image, CLIP was trained to predict whether a text is more likely to accompany an image than other
texts.

For each batch of N (image, text) pairs, the model generates N text embeddings and N image
embeddings.

e Let V1, Vo,..., V, be the embeddings for the N images.
e Letl4,Ly,...,L, be the embeddings for the N texts.

CLIP computes the cosine similarity scores of the N2 possible (V;, L;) pairings. The model is trained
to maximize the similarity scores of the N correct pairings while minimizing the scores of the
N2 — N incorrect pairings. For CLIP, N = 32, 768.

. [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

CLIP

(1) Contrastive pre-training
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Figure 1. Summary of our approach. While standard image models jointly train an image feature extractor and a linear classifier to predict
some label, CLIP jointly trains an image encoder and a text encoder to predict the correct pairings of a batch of (image, text) training
examples. At test time the learned text encoder synthesizes a zero-shot linear classifier by embedding the names or descriptions of the

target dataset’s classes.

[CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

CLIP applications: classification

Today, for many image classification tasks, CLIP is still a strong out-of-the-box baseline to be used
as-is or fine-tuned.

StanfordCars +28.9
Country211 +23.2
Food101l +22.5
Kinetics700

HatefulMemes
CIFAR10
CIFAR100 .

STL10 [+ 3.0
FER2013 J+2.8
Caltech101 |§+2.0

ImageNet

OxfordPets

PascalvOC2007

FGVCAircraft

RESISC45

Flowers102

DTD

CLEVRCounts

GTSRB

PatchCamelyon

KITTI Distance
EuroS:AT : :

-40 -30 -20 -10 O 10 20 30 40

A Score (%)
Zero-Shot CLIP vs. Linear Probe on ResNet50

[CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

CLIP applications: text-based image retrieval

Text-based image retrieval

Since CLIP’s training process was conceptually similar to image-to-text retrieval and text-to-image
retrieval, CLIP “displays significant promise for widely-applicable tasks like image retrieval or
search” However, “on image retrieval, CLIP’s performance relative to the overall state of the art is
noticeably lower.”

There are attempts to use CLIP for image retrieval. For example, clip-retrieval package works as
follows:

1. Generate CLIP embeddings for all your images and store them in a vector database.

2. For each text query, generate a CLIP embedding for this text.

3. Query in the vector database for all images whose embeddings are close to this text query
embedding.

. [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)


https://arxiv.org/abs/2103.00020

CLIP applications: image generation

CLIP objective

“a corgi
playing a
flame N
throwing
trumpet” AOOA0O
______________________________________ e O O
—A > > >
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prior

) [CLIP] Learning Transferable Visual Models From Natural Language Supervision (OpenAl, 2021)
° https://tryolabs.com/blog/2022/08/31/from-dalle-to-stable-diffusion?utm_source=blog&utm_medium=edgeAlalliance&utm_campaign=edgeAlalliance&utm_id=edgeAlalliance


https://arxiv.org/abs/2103.00020

Flamingo, the dawns of LMMs

a good practice for fine-grained alignment



Flamingo: the dawns of LMMs (4 AR KIBEG)

In a reductive view, Flamingo = CLIP + An autoregressive language model

]

This is a dog. IUs a
(> white fluty dog

What season is this? €
It looks like a summer
P day.

Why do you think s0? €5
The grass is green and
the dog is not wearing

™ asweater.
What breed is the dog? €5
> ItsaSamoyed.
Is the dog rumning? €
[ No,it's sitting.

Can you describe the
pose of its back legs? €5

The back legs are bent
and the dog is sitting
(P onits haunches.

Which city is this? ¢S

This is a street sign in
(™ New York City.
Which street comer is it?
(3]
It is the intersection of
Madison Avenue and
(™ East42nd Street.

Which subway station
is nearby?

The closest subway
station is Grand Cen-
(™ tral Station.
How about the nearest
)
The nearest park is
(® Bryant Park.

There is another sign.
What does it say?

> Ttsays "One way".

1 would like you to
read the color and
then say the color it is
written in. For ex
ple

Color is "Purple” and
itis written in red.

Color is "Green" and
itis written in blue.

== o

Color is "Yellow” and
(7  itis writen in green.

[ o

Color is "Black” and it
(> is writien in yellow.

@ @ @ @ @

Well done! Do you

s
o
1 think it is called the
(® Strooptest.
Can you explain how
humans perform
this test? ]

Humans are  slower
when the color of the
word and the color of
P  the word are different.

How about you? €

1 am not affected by
[ this difference.

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)

Adding a decoder LM. Unlike CLIP, Flamingo can generate text responses.
Attention interaction between image encoder and LM

A
4

What is the difference
between these two im-

ages? (&)

‘The first one is a trian-
gle and the second one
( isahexagon.

&}

Which one has larger
internal angles?

The hexagon  has
(> larger intenal angles.

What color are they? €9

(7> They are both red.

Flamingo can generate text responses conditioned on both text and images



https://arxiv.org/abs/2204.14198

Flamingo's high-level architecture

Output: text
. Pretrained and frozen [

\rP a very serious cat. ‘
e T T S
I 1 n-th GATED XATTN-DENSE
Perceiver Perceiver
Resampler Resampler C ewbleck
1st GATED XATTN-DENSE

Processed text T

I <image> This is a very cute dog.<image> This is |

Interleaved visual/text data

This is a very cute dog. |

Figure 3: Flamingo architecture overview. Flamingo is a family of visual language models (VLMs)
that take as input visual data interleaved with text and produce free-form text as output.

At a high level, Flamingo consists of 2 parts:

e Vision encoder: a CLIP-like model is trained using contrastive learning. The text encoder of this model is
then discarded. The vision encoder is frozen to be used in the main model.
Language model: Flamingo finetunes Chinchilla to generate text tokens, conditioned on visuals and text,

using language model loss, with two additional components Perceiver Resampler and GATED XATTN-
DENSE layers.

. Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

D ata Flamingo used 4 datasets: 2 (image, text) pair datasets, 1 (video, text) pair dataset, and 1 interleaved
image and text dataset.

This is an A kid Welcome This is a This is a
image of a doing a to my picture of “‘"\',‘-y picture of
flamingo. kickflip. | | website! my dog. my cat.
Image-Text Pairs dataset Video-Text Pairs dataset Multi-Modal Massive Web (M3W) dataset
Trainin
Dataset Type Size How . g
weight
For each webpage, they sample a random
Interleaved pag Y p
. 43M subsequence of 256 tokens and take up to
M3W  image and text . . . 1.0
webpages  the first 5 images included in the sampled
dataset
sequence.
ALIGN (Irr.lage, text) 1.8B pairs Texts are alt-texts, averaging 12 02
pairs tokens/text.
LTIP (Irr}age, text) 312M pairs Texts are long descriptions, averaging 20.5 02
pairs tokens/text.
Video, text 27M short .
VTP ( . ) . ~22 seconds/video on average 0.03
pairs videos

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

Flamingo's vision encoder

Flamingo first trains a CLIP-like model from scratch using contrastive learning. This component
only uses the 2 (image, text) pair datasets, ALIGN and LTIP, totaling 2.1M (image, text) pairs. This is
5x larger than the dataset CLIP was trained on.

e For the text encoder, Flamingo uses BERT instead of GPT-2.

e For the vision encoder, Flamingo uses a NormalizerFree ResNet (NFNet) F6 model.

e Text and vision embeddings are meanpooled before being projected to the joint embedding
space.

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

Flamingo's language model

Flamingo uses Chinchilla as their language model. More specifically, they freeze the 9 pretrained
Chinchilla LM layers. A traditional language model predicts the next text token based on the
preceding text tokens. Flamingo predicts the next text token based on both the preceding text and

visual tokens.

Next Token

e
SO0 a8

Visual Tokens Text Tokens

. Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

Perceiver Resampler

As the visual inputs can be both images and videos, the vision encoder can produce a variable
number of image or video features. Perceiver Resampler converts these variable features into a
consistent 64 visual outputs.

Perceiver Resampler [ } [ ‘
.X..E‘E‘.’“..]:QY?.".S ---------------------------------- def perceiver_resampler(

x_f, # The [T, S, d] visual features (T=time, S=space)

time_embeddings, # The [T, 1, d] time pos embeddings.

'
'
0
'
'
ﬁ 1 X, # R learned latents of shape [R, d]
y num_layers, # Number of layers
Attention i ):
\
I K=V=[X,,X] [ I TQ=[X] i “"“The Perceiver Resampler model."’

S 7 | SRS

f EETET x_f = flatten(x_f) # [T, S, d] -> [T * S, d]
flatten # Apply the Perceiver Resampler layers.
for i in range(num_layers):

t=0 t=1 t=2 Learned

I orm ) late_nt X = x + attention_i(q=x, kv=concat([x_f, x]))
. HER .= queries # Feed forward.
HEN

x = x + ffw_i(x)

‘ —

# Attention.

ey

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

GATED XATTN-DENSE layers

GATED XATTN-DENSE layers are inserted between existing and frozen LM layers to allow the
language model to attend more efficiently to the visual tokens when generating text tokens.
Without these layers, Flamingo authors noted a drop of 4.2% in the overall score.

i | def gated_xattn_dense(
y, # input language features

X, # input visual features

slpha_dense, # ffw gating parameter - init at @

i
'
'
'
i
! alpha_xattn, # xattn gating parameter - init at @
'
i
'
'
'

tanh gating
5 y = y + frozen_attention(qgey, kvsy)

cross attention y = y + frozen_ffu(y)

i
3 H Applies a GATED XATTN-DENSE layer
'
: Vkav=lyl b
. '
! H @ ' # 1. Gated Cross Attentior
' @ |
i ST ' y = y + tanh(alpha_xattn) * attention(q=y, kv=x)
¥
X —=ve GATED XATTN-DENSE FFW : # 2. Gated Feed Forward (dense) Layer
y } i y = y + tanh(alpha_dense) * ffw(y)
H '
|
. # Regular self-attention + FFW on language
: '
'
'
'
'
'

return y # output visually informed language features

Y S0 LI R SRR Ll b4 B
Vision Language
input input

Figure 4: GATED XATTN-DENSE layers. To condition the LM on visual inputs, we insert new
cross-attention layers between existing pretrained and frozen LM layers. The keys and values in these
layers are obtained from the vision features while the queries are derived from the language inputs.
They are followed by dense feed-forward layers. These layers are gated so that the LM is kept intact
at initialization for improved stability and performance.

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

Loss function

Flamingo computes the likelihood of text y conditioned on the interleaved images and videos X.

plylx) = Hp(yllyd,m)

The training loss function was a weighted sum of expected negative log-likelihoods of generated
text across all 4 datasets, with A, being the training weight of dataset m.

M L
Y AExy)~n,l— ) logplylx)]
m=1 |=1

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

Flamingo Training

While Flamingo isn’t open-sourced, there are many open-source replications of Flamingo.

 IDEFICS (HuggingFace)
e mlfoundations/open_flamingo

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)


https://arxiv.org/abs/2204.14198

CLIP vs. Flamingo

CLIP (2021)

Flamingo (2022)

Data

- WIT (WeblmageText): 400M
(image, text) pairs scraped from
the Internet.

500K queries
Up to 20K (image, text) per query

4 datasets:

- ALIGN: 1.8B (image, text) pairs. Avg. 12 tokens/text.
- LTIP (Long Text & Image Pairs): 312M pairs. Avg.
20.5 tokens/text.

- VTP (Video & Text Pairs): 27M (short video, text)
pairs. Avg. 22 seconds/video.

- M3W (MultiModal MassiveWeb): 43M webpages
with interleaved images and text. Up to 256 tokens
and 5 images per page.

Natural
language
supervisi
on for
vision
encoder

Text CBOW or text transformer (a BERT. It's only used to train the vision encoder and
encoder smaller version of GPT-2) discarded after.

Vision ResNet or Vision Transformer NormalizerFree ResNet (NFNet). Once trained, it's
encoder (ViT) frozen before being used in Flamingo's main model.
Training - Text and image embeddings Same contrastive objectives as CLIP

are projected into a common
multimodal embedding space
using linear projections

- Text and image encoders are
jointly trained from scratch using
contrastive objectives.

Language model

X

- Chinchilla (9 layers)

- Perceiver Resampler maps from varying-sized
visual features to a fixed number of visual tokens
(64).

- GATED XATTN-DENSE layers are inserted
between Chinchilla LM layers to allow the LM to
attend to visual tokens when generating text tokens.
- Chinchilla is pretrained and frozen. Perceiver
Resampler and GATED XATTN-DENSE layers are
trained from scratch.

Flamingo: a Visual Language Model for Few-Shot Learning (DeepMind, April 29, 2022)



https://arxiv.org/abs/2204.14198

Leveraging LLMs for Multimodal Purposes

— Welcome to the Era of Large Language Models.



Multimodality in LLM era

(Large) language models really improve the cognition-level abilities,
but it also needs perceive data from many other modalities.



The Era of Large Language Models (LLMs)

Model Name | Year
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Multimodal LLMs

] LLaVA Chatbot

what is written? who could be interested in the content of the screenshot?

Recent Advances in Vision Foundation Models

CVPR2023

The screenshot displays a cityscape with a large city skyline and a sunset over a body of
water. The image also contains text, which says "recent advances in vision foundation
models." This content might be of interest to researchers, academics, or professionals in the
fields of computer vision, artificial intelligence, or urban planning, as they could be looking
to gain insights or stay updated on recent advancements in these areas. The combination of
the visually appealing cityscape and the technical information suggests that the image
might be related to a conference or a presentation on the topic.

Enter text and press ENTER Submit

Visual chat with LMM. Generated by LLaVA: https://llava-vl.github.io/



https://llava-vl.github.io/

Multimodal LLMs is hot right now

Language Is Not All You Need: Aligning Perception
with Language Models

Shaohan Huang; Li Dong; Wenhui Wang; Yaru Hao; Saksham Singhal; Shuming Ma*
Tengchao Lv, Lei Cui, Owais Khan Mohammed, Qiang Liu, Kriti Aggarwal, Zewen Chi
Johan Bjorck, Vishrav Chaudhary, Subhojit Som, Xia Song, Furu Weif
Microsoft



GPT-4V G openar

GPT-4 visual input example, Chicken Nugget Map:

. MOdeI Detalls: U nknOWl'I User Can you explain this meme?

« Capability: Strong zero-shot visual understanding & reasoning Sometimes | just look at pictures of

on many user-oriented tasks in the wild the earth from space and | marvel at
how beautiful it all is.

* How can we build Multimodal GPT4 like models?

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

space and chicken nuggets.

vaguely resemble a map of the world.

GPT-4 This meme is a joke that combines two unrelated things: pictures of the earth from

e The text of the meme suggests that the image below is a beautiful picture of the
Source: https://www.barnorama.com/wp-content/uploads/2016/12/03- Confusing-Pictures. jpg earth from space. However, the image is actually of chicken nuggets arranged to

. . ) L . The humor in this meme comes from the unexpected juxtaposition of the text and
GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing the image. The text sets up an expectation of a majestic image of the earth, but the

board attached to the roof of a moving taxi. image is actually something mundane and silly.

GPT-4 Technical Report, OpenAl



Recap on Language Modeling

@OpenAI G2 — » GPT3 .  ChAtGPT o cpry
InstructGPT
What's new? In-context-learning In-context-learning In-context-learning
Chain-of-thoughts (CoT) Chain-of-thoughts (CoT) Chain-of-thoughts (CoT)
Instruction-Following Instruction-Following

Multimodal Input with image

Multimodal CLIP

Space Flamingp | —— Multimodal GPT-4




Instruction Tuning in MultiModal LLM



Instruction Tuning in LLM

Input —»  OQutput

Hello, Vancouver 1147, am i
CVPR is the premier annual computer vision event CVPR: top computer
comprising the main conference and several co-located vision event, single-
rksh d short . Thi: CVPR will be ;
workshops and short courses. This year, Wi track, accessible to all,

single track such that everyone (with full passport
registration) can attend everything.

» Taskinstructions areimplicit.
* Individual models are trained, or multi-tasking without specifying the instructions
» Hard to generalize to new tasks in zero-shot



Instruction Tuning in LLM

@opena1 T2 — » GPE3 .  CECPT o GPT4

InstructGPT
What's new? In-context-learning In-context-learning In-context-learning
Chain-of-thoughts (CoT) Chain-of-thoughts (CoT) Chain-of-thoughts (CoT)
Instruction-Following Instruction-Following
Multimodal Input withh image:

Open Source
Community




Instruction Tuning in LLM

LLaMA Alpaca Vicuna  |GPT4-Alpaca Tulu

, 3 o® & £

g -~ I

Data Source GPT-3.5 ShareGPT GPT-4 Mixed
(Human & GPT) (text-only) Data

Instruction-
following None 52K 500K 52K
Data (#TU I’I’IS) (~150K conversions)

Self-Instruct with Strong Teacher LLMs & Mixed Human Data



Instruction Tuning in Multimodal LLM

Visual Instruction Tuning with GPT-4 https://llava-vl.github.io/

Haotian Liu*, Chunyuan Li*, Qingyang VMiYong Jae Lee (* Equal contribution)
Selfdnstruct with Strong Teacher LLMs But No Teacher is available on multiGPT4?
LLaVA

m

GPT4
(text-only)

« 158K multimodal instruction following data
(First & High Quality)

— Multimodal Chatbot



GPT-assisted Visual Instruction Data Generation

» Rich Symbolic Representations of Images
* In-context-learning with afew manual examples

—  Text-only GPT4

Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking arca

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a trip
Some people with luggage near a van that is transporting it.

Context type 2: Boxes

person: [0.681, 0.242, 0.774, 0.694], person: [0.63, 0.222, (.686, 0.516], person: [0.444, (.233,
0.487, 0.34], backpack: [0.384, 0.696, 0.485, 0.914], backpack: [0.755, 0.413, 0.846, 0.692],
suitcase: [0.758, 0.413, 0.845, 0.69], suitcase: [0.1, 0.497, 0.173, 0.579], bicycle: [0.282, 0.363,
0.327, 0.442], car: [0.786, 0.25, 0.848, 0.322], car: [0.783, 0.27, 0.827, 0.335], car: [0.86, 0.254,
0.891, 0.3], car: [0.261, 0.101, 0.787, 0.626]




LLaVA: Large Language-and-Vision Assistant

Language Response Xa . . ‘

Q Architecture
Language Model be
Projection W
.ro'Jectlon Z, H, f Hq
Vision Encoder X, Image Xq Language Instruction
U Two-stage Training

-Stage 1: Pre-training for Feature Alignment.
Only the projection matrix is updated, based on a subset of CC3M.
-Stage 2: Fine-tuning End-to-End. Both the projection matrix and LLM are updated
Visual Chat: Our generated multimodal instruction data for daily user-oriented applications.

Science QA: Multimodal reasoning dataset for the science domain.



Visual Chat: Towards building multimodal GPT-4 level chatbot

B GPT4 ‘
B LLaVA

Detailed Complex

Conversation - ;
Description Reasoning

83.1%
(206 : 248)

All: 85.1%
(723 :616)

75.3% 96.5%
(231:174) (244 : 236)

An evaluation dataset with 30 unseen images, 90 new language-image instructions

Overall, LLaVA achieves 85.1% relative score compared with GPT4



Science QA: New SoTA with the synergy of LLaVA with GPT-4

* LLaVAalones achieve 90.92% - New SoTA: 92.53
«  Weuse the text-only GPT4 as the g %
juedge, to predict the final o
answer based on its own previous S 83
answers and the LLaVA answers. <
80
« This "GPT-4 asjuedge" scheme = H
yields anew SOTA92.53% 78 - ! ; : .
/07:3511, 4944 Cof q (gkq <‘9l/ (‘91/ Uf})e/)
+ GPT4is an effective model “Cop ozef e "fq; Yl
ensemble method ", S



Other Multimodal LLMs: Qwen-VL

Stage2:Multi-task Stage3: Supervised
Pretraining Finetuning

QwenlLM ] [ QwenlLM &J [ QwenlLM &J

Stagel: Pretraining

Learnable T T Learnable I N Learnable T T
Query CrossAttn (t Query — CrossAttn ft Query —+ CrossAttn c‘
Embs T Embs T Embs I

ViT & ViT & ViT
@ Low Resolution @ High Resolution m High Resolution
Imasge-Text Pairs Multi-task and Chat Interleaved
g Interleaved VL Data VL Data

Figure 3: The training pipeline of the Qwen-VL series.



Other Multimodal LLMs: CogVLM-Chat

A
Position ids for RoPE ﬁ [ - T
[ 000O0O0. 1234586 ..] ] !
} ( e~ ) ( FN )
t :y ']’ Text features

~——* Concat Image features I LayerNorm ]
[Image feature sequence ]

AAT D Adrsbas FThuvs Larndiisen namsinsmnn 1

Input image

Fuyu

Transformer Decoder

tinea projecion —— () (D W~ (D D O - D O O () i) () ()

i@ ENB YBF

pretrained VIl and mapped 1nto the same space as the text teatures. (b) 1he lranstormer block 1n the language
model. The image features have a different QKV matrix and FFN. Only the purple parts are trainable.

Image patch



Other Multimodal LLMs: Fuyu

] () (3] (7o) (pmmmmon] -

Input image

HEE - - EEE - - Bl - () )] ]

i EEP TWF

Linear projection

Image patch



Are we close or surpassing GPT-4?
In terms of prototyping new capabilities

A large gap remains...
In terms of scaling the capability



GPT-4 has Strong abilities in
e Reading multiple high-resolution images, long sequence
e Responding with domain knowledge

GPT-4 visual input example, Pixel to Paper Summaries:

User

GPT-4

GPT-4

Below is part of the InstuctGPT paper. Could you read and summarize it to me?

The InstructGPT paper focuses on training large language models to follow instructions
with human feedback. The authors note that making language models larger doesn’t
inherently make them better at following a user’s intent. Large models can generate outputs
that are untruthful, toxic, or simply unhelpful.

To address this issue. the authors fine-tune language models on a wide range of
tasks using human feedback. They start with a set of labeler-written prompts and responses,
then collect a dataset of labeler demonstrations of the desired model behavior. They
fine-tune GPT-3 using supervised learning and then use reinforcement learning from human
feedback to further fine-tune the model. The resulting model, called InstructGPT, shows
imy in { and i in toxic output generation while having
minimal performance regressions on public NLP datasets.

The authors conclude that fine-tuning with human feedback is a promising direc-
tion for aligning language models with human intent.

Could you explain the process described in Figure 27
Figure 2 in the InstructGPT paper illustrates the three steps of their method:

1. Supervised fine-tuning (SFT): They collect demonstration data, which consists
of labeler-written prompts and desired output behavior. This data is used to fine-tune GPT-3
with supervised learning.

2. Reward model (RM) training: They collect comparison data, where a labeler
ranks the outputs from several model samples (from best to worst). This data is used to train
the reward model.

3. Reinforcement learning using Proximal Policy Optimization (PPO): They opti-
mize a policy against the reward model using reinforcement learning. For each new prompt
sampled from the dataset, the policy generates an output. The reward model calculates a
reward for the output, and the reward is used to update the policy using the PPO algorithm.

These three steps are iteratively performed to train the InstructGPT model, which
aims to generate outputs that align better with human preferences and follow instructions
more effectively.

GPT-4 visual input Fcole Polytechni Exam (

User

GPT-4

Answer question I.1.a. Think step-by-step.

L Principe d ln détoctivn de rayoanesunt weve an bolmdtes

To answer question I.1.a, we need to express the temperature T'(:x) in every point
of the conductive bar, which is characterized by the abscissa x. We are given that
T(0)=T0and T(L) = Tb.

For a stationary regime, the heat cquation for the one-di ional heat
conduction in the bar is:
T /dx? =0

Integrating once, we get:
dTfdz = Cy

Integrating a second time:
T(x) = Ciz+C;

To determine the constants €' and C', we use the boundary conditions:
T(0) = T0, which gives C T0
T(L) = Th, which gives C; = (Tb — T0)/L

Finally, the expression for T'(x) is:

T(x) = (Tb—T0)* (x/L) +TO

This represents a linear temperature profile along the conductive bar, with a slope
of (Th—T0)/L.

Table 15. Example prompt demonstrating GPT-4's visual input capability. The prompt consists of a
question which requires understanding a physics problem with a diagram written in French and solving
it using chain-of-thought prompting.



However, we're still striving to pursuit it

MLLM-Bench
Evaluating Multi-modal LLMs using GPT-4V with more comprehensive questions
https://github.com/FreedomIntelligence/MLLM-Bench

Distilling GPT-4V in a effective way
Annealing strategy using a dynamic combination of caption and visual instructions.
(In coming)


https://github.com/FreedomIntelligence/MLLM-Bench

MMLM-Bench

Table 6: Averaged scoring ratio on each level. Orders are sorted by overall averaged scoring ratios.

Model Remembering  Understanding  Applying  Analyzing  Lvaluating  Creating | Avg
LLaVA-v15 .63 077 0.65 (.64 0.83 0.83 071
Qwen-VL-Chat 0.65 0.77 0.68 0.61 0.83 0.80 0.70
LVIS .61 0.75 0.65 0.63 0.82 0.77 0.69
mPLUG-Owl2 0.58 0.73 0.61 .61 0.78 0.80 0.67
CogVLM-Chat (.59 0.74 0.62 .59 0.78 0.72 (.66
IDEFICS-9B 0.34 0.58 0.49 0.50 0.57 0.63 0.53
MiniGPT-v2 0.44 0.54 0.44 0.50 0.65 0.71 0.52
InstructBLIT 0.45 0.57 0.37 0.43 0.57 0.39 0.47
Fuyu-8B 0.39 0.55 0.33 0.38 0.52 0.42 0.43
SEED-LLaMA 0.39 0.43 0.42 0.40 0.48 0.51 0.43
kosmos-2 .38 0.53 0.41 0.38 043 0.36 0.42




Multimodal LLMs using complex instructions

e Objective: best open-source Mutltimodal LLMs in the world
o The simper the architecture (e.g. Fuyu) is the better

o Using complex instructions.
o | earnfrom GPT-4V
(=) (&

Input image

Fuyu

Transformer Decoder

Linear projection

HEE - r-EEE- - EEE - (R

i@ ENB YBF

We could use GPT-4V APIs!

Image patch



Research Directions for Multimodal
LMMSs



MultiModal In-Context Learning

e  Otter: A Multi-Modal Model with In-Context Instruction Tuning
e Ma3IT: A Large-Scale Dataset towards Multi-Modal Multilingual Instruction Tuning
e MetaVL: Transferring In-Context Learning Ability From Language Models to Vision-Language Models

Learning with In-context Examples

Instruction: Instruction: Instruction:

. Nhét’s What’s What’s written on this image?
pepS| :;}tt?" °"> M written on ‘ (wo/ICE) Otter: “Think Different”
: - . U5 S h this image? P .0r is written on this image
s pepsiokay?’ I eat fres otter: suway,| Think different. =

is pepsi okay? aat Fresh. (w/ICE) Otter: Think Different

) _ o
MMC4 MIMIC-IT &'
billion-scale corpus of = == multi-modal instruction =P

tuning datasets with

in-context examples
OpenFlamingo Ottel'

images interleaved with text




Adapters for more efficient multimodal training

LLaMA-Adapter VV2: Parameter-Efficient Visual Instruction Model

e Cheap and Quick: Efficient Vision-Language Instruction Tuning for Large Language Models

Adaption

Prompt Adapter + e'“‘ Laye“s xL * N
Image Visual
0 IU ILT I:l |:| D Encoder []| Adapter LLM
& Fine-tune
Late Fusion
-l}- :' ncatenate 4 * ____________ Q -ﬁ-&
e | Adapter Adapter |
Projection —> 1 .: L
gy FD |:| |:| D - Mixture-of-Modality Adaptation

LLaMA-Adapter V2: 14M parameters LAVIN: 3.8M parameters

QLoRA: Efficient Finetuning of Quantized LLMs

Finetuning 65B LLaMA for 24 hours on a single GPU, reaching 99.3% of the performance level of ChatGPT




Multimodal systems for instruction-following

Multilnstruct: Improving Multi-Modal Zero-Shot Learning via Instruction Tuning (Xu et al., Dec 2022)

LLaVA: Visual Instruction Tuning (Liu et al., Apr 28, 2023)

InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning (Salesforce, May 11, 2023)

LaVIN: Cheap and Quick: Efficient Vision-Language Instruction Tuning for Large Language Models (Luo et al., May 24, 2023)

323 : What is the weather
in the image now?

i LaVIN (ours)
:The weather in the image
appears to be sunny, as the man
is holding a baby in his arms
tside, and there are no
visible signs of rain or stormy
conditions. The presence of a
horse in the scene suggests that
the location might be a farm or
a rural area, where sunny
weather is more common.
GPT4 Score: 9

: Itis a sunny day.

@ LLaVA
: The weather in the image is
sunny.

GPT4 Score: 7

& MiniGPT4

:It is not possible to determine
the current weather in the
location depicted in the image,
as the image does not provide
any information about the
weather conditions. The image
shows a man, a baby, and a
horse standing in front of a
building with a thatched roof,
but it does not provide any
information about the weather or
the environment in the area.
GPT4 Score: 4

323 : If it rains now, will
the man get wet?

‘é LaVIN (ours)

: Yes, if it rains now, the man
will get wet. In the image, the
man is holding a baby and
petting a brown horse, and they
are both standing under an
overhang. If it starts raining,
the overhang will not provide
complete protection from the
rain, and the man will get wet
as he continues to interact
with the horse and the baby.

GPT4 Score: 8

: Yes.

& LLaVA

: No, the man will not get wet if
it starts raining, as he is already
inside the stable with the horse.
The stable provides shelter
from the rain, keeping both
the man and the horse dry.

GPT4 Score: 7

& MiniGPT4

:It is not possible to determine
whether the man in the image
would get wet if it starts raining,
as the image does not provide
any information about the
current weather conditions or the
environment in the area. The
image shows a man holding a
baby, but it does not provide any
information about the weather or
the environment in the area.

GPT4 Score: 5

338 : What is the baby
doing in the image?
‘é LaVIN (ours)
: In the image, the baby is
being held by a man, who is
also holding a horse's nose.
The baby is reaching out to
touch the horse's nose,
likely experiencing the
horse for the first time.
This interaction between the
baby and the horse creates a
moment of connection and
curiosity for the child.

GPT4 Score: 9

: Petting the horse.

% LLaVA

 The baby is touching the
horse, reaching out to pet
it while being held by the
man.

GPT4 Score: 8

$ MiniGPT4

:In the image, the baby is
reaching out to touch the
horse’s nose. The baby is
held up by the man, who is
standing next to the horse,
and the baby is reaching out
with one hand to touch the
horse’s nose. The baby is
smiling and seems to be
enjoying the interaction
with the horse.

GPT4 Score: 9

332 : What color is the
baby's clothes?
‘é LaVIN (ours)
: The baby's clothes are
white. In the image, the
man is holding the baby
while the horse is nuzzling
the baby's face. The baby
is wearing a white onesie,
which stands out against
the man's brown shirt
and the horse's color.

GPT4 Score: 9
: Blue.
& LLavA

: The baby is wearing
white clothes.

GPT4 Score: 7
&
‘® MiniGPT4

:The baby in the image is
not wearing any clothes.

GPT4 Score: 2



Multitask Instruct with Established Academic Datasets/Tasks

Two existing purposes for Instruct Tuning:

User-oriented tasks: Daily conversation
Academic tasks: Existing datasets

Multilnstruct: Improving Multi-Modal Zero-Shot Learning via Instruction Tuning
mPlug-Owl: Modularization empowers large language models with multimodality
InstructBLIP: Towards general-purpose vision-language models with instruction tuning
Multimodal-gpt: A vision and language model for dialogue with humans
Instruction-ViT: Multi-Modal Prompts for Instruction Learning in ViT

Vs

-

.
Image Captioning Visual Reasoning
[ COCO Caption ] [ GQA ]
[ WebCapFilt | Visual Spatial
Reasoning
[ NoCaps ]
I A
[ Flickok | [ cord ]
. J
Image Captioning
Reading Comprehension
[ TextCaps ] L

\

r

Visual Conversational QA

[ Visual Dialog ]

e =)
Video Question Answering

/

" J

Knowledge Grounded
Image Question Answering

[ OKVQA ]

[ A-OKVQA ]

[ ScienceQA ]

-

Image Question Answering

\

s 2
Image Question Generation

s D
LLaVA-Instruct-150K

[ VQAv2 ] [ Visual Conversation ]
[ VQAvV2 ] [ OKVQA ] [ Complex Reasoning ]
| VizWiz J | A-OKVQA ]

Detailed Image
Description

| MSVD QA ]
[ MmsrviTQA |
| iVQA ]
& Y

'Image Question Answering‘

Reading Comprehension
| OCR-VQA ]
| TextVQA ]

Image Classification

[ HatefulMemes ]

V < J




Generating multimodal outputs

Generating Images with Multimodal Language Models (Koh et al., Jun 2023) is an awesome paper that shows how LMMSs can
generate and retrieve images together with generating texts.

[Juser prompts [ ] Retrieved [_] Generated

| am thinking of an animal. It is brown | am thinking of an animal. It is brown | am thinking of an animal. It is brown
and furry, and has a tail. What is it? a and furry, and has a tail. What is it? & and furry, and has a tail. What is it? &
@ Asaquirrel. @ Asquirrel. @ Asquirrel.
No, the animal | am thinking of No, the animal | am thinking of No, the animal | am thinking of
lives in the river. 2 lives in the river. 2 lives in the river. 2
@ Abeaver. @ Abeaver. @ Abeaver.
Show me an illustration of a beaver & Show me an illustration of a beaver & Show me an illustration of a beaver &
A beaver. A beaver. A beaver.
8 ] L]
Yes, what about a pencil drawing of one? & Yes, what about a pencil drawing of one? & Yes, what about a pencil drawing of one? &
29
PRE
- 8
What about a comic illustration of one? & What about a comic illustration of one? & &
e
& o (= =
Ours FROMAGe Stable Diffusion
Retrieval and generation multimodal LM. Retrieval only multimodal language Generation only text-to-image model.
Decides when to retrieve or generate. model. Image outputs limited to the Less sensitive to longer text inputs
candidate retrieval set. (such as dialogue).

Figure 1: Our model is capable of generating text, retrieving images, generating novel images, and
interleaving results into coherent multimodal dialogue.



Applications

e PathAsst: Redefining Pathology through Generative Foundation Al Assistant for Pathology
e PMC-VQA: Visual Instruction Tuning for Medical Visual Question Answering
e LLaVA-Med: Training a Large Language-and-Vision Assistant for Biomedicine in One Day

User
LLaVA-Mcd

User
LLaVA-Med

Stage 1 Stage 2

Medical Concept Alignment

—— >
7 Hours
1 epoch on 600K samples

8 Hours

What is this image about?

The image is a coronal view of a computed tomography (CT) scan of the abdomen and
pelvis. It provides a detailed view of the internal organs and structures within the abdominal
and pelvic cavities.

What is abnormal about this image?

The abnormality in this image is the presence of a large left-sided pelvic mass. This mass
could be due to various reasons, such as a tumor, cyst, or other growth. Further evaluation
and tests would be needed to determine the exact cause and appropriate treatment for this
abnormality.

Medical Instruction Tuning

—>

3 epochs on 60K samples

LLaVA-Med

Downstream

O Medical Visual Chat

O Medical VQA
o VQA-Radiology
o SLAKE
o Pathology-VQA

User
LLaVA

User
LLaVA

What is this image about?

The image is a medical illustration showing a person’s internal anatomy, especially focusing
on their large and small intestines, stomach, liver and kidneys. The organs are highlighted
in difTerent colors, making it easy to identify each organ

What is abnormal about this image?

As a visual Al assistant. I cannot determine the specific abnormality on the chest X-ray
based on the provided image description. The image description mainly focuses on the
organs and their colors...




# Training samples (Millions)

Evaluations

103 4

107 4

107 4

100 1

e  Evaluating Object Hallucination in Large Vision-Language Models
e  On Evaluating Adversarial Robustness of Large Vision-Language Models
e  On the Hidden Mystery of OCR in Large Multimodal Models
e LAMM: Language-Assisted Multi-Modal Instruction-Tuning Dataset, Framework, and Benchmark
14 tasks: 10 tasks:
OCR OCR + Reasoning
Instruction-following data ERAERL
129.0M Image-text pairs BLIP-2 OPT(;_T[, 62.12 7.31
_— BLIP-2 FlanT5xx;, 63.74 13.59
5.0M OpenFlamingo 56.68 11.28
953 LLaVA 53.30 10.37
MiniGPT4 40.12 7.82
mPLUG-Owl 61.79 16.03
158.0K 35K 400.0 Supervised-SoTA 84.83 12,75

BLIP2 OpenFlamingo LLaVA MiniGPT4 mPLUG-Owl

Q: What is the cheapest fruit?



Incorporating more data modalities

Today, most multimodal systems work with text and images. It’s only a matter of time before we need systems that can incorporate
other modalities such as videos, music, and 3D. Wouldn’t it be amazing to have one shared embedding space for ALL data
modalities?

-
1) Cross-Modal Retrieval
Audio lmages & Videos Text

\ = “A fire crackles while a pan of food is frying on
’)) 3 the fire.”
»y “Fire is crackling then wind starts blowing.”
Crackle of a Fire e “Firewood crackles then music...”

> “A baby is crying while a toddler is laughing.”
’)) s “A baby is laughing while an adult is laughing.”
Baby Cooing v “A baby laughs and something...”

Figure 1. IMAGEBIND’s joint embedding space enables novel multimodal capabilities. By aligning six modalities’ embedding into a
common space, IMAGEBIND enables: 1) Cross-Modal Retrieval, which shows emergent alignment of modalities such as audio, depth or
text, that aren’t observed together. 2) Adding embeddings from different modalities naturally composes their semantics. And 3) Audio-to-
Image generation, by using our audio embeddings with a pre-trained DALLE-2 [61] decoder designed to work with CLIP text embeddings.



SpeechGPT
A pipeline solution: SpokenGPT



Pipeline solution: SpokenGPT + TTS

e ChatGPT output too long responses
e In a spoken scenario, we prefer shorter responses

e Some improvements
o enhancing emotion
o with accent, pause,
o character enhancement
o with high EQ (emotional intelligence)



Speech-enhanced Response

e Some improvements
o enhancing emotion
o with accent, pause (EEFE1R)
o character enhancement

Q ﬁﬂi?rﬂ_ﬁ 'jJ‘ ?
GPT-4:

ChatGPT
MPRIUHSHEREIE, WEHTR. 8W+s. S XEF—S—RUNEY, BF
BE, tSRERTESEE, BITSIIEE.

1L R BEERFREETABIEERIEEE,

o 1K (Biks, EELEEINSMHENR, BIITsREEE.

3. B ERRKEERERERIE T Er LR,

4 Ba MREAE, S RN, MEKE. EElEERRes.

5. BREE: BWEnnE. FEEoEliEaIan.

6. By MTREER, TLIERERINORILRES, INASRESAIES. ([EEERRIREE
B, FiETEdS.

WMRAEREEREE, BoAliakic, SEEEERR. Bt EEFAMER, WRRATE. &
SIRNSRARSARRE!, SRR EE T ERNERY —, XUREERER, MREAFHE,

Q &Et?ﬁmﬁ 'jj‘7

GPT-4:
BOF, REFRIEAAR. ECR R R B,

T SRS

HAMR MAB—T.

(R RARES) IBRUKIE, RIKHRESE, BRI, (RMR—AIEE) 5
IS, XA HERETR,

A HBIRES) TR KSR T, SRR SRT e,
(20, TEWRROIES) 15T HOE,—(RYAERIR) T S BIRTS, LI RaER
TR, SRR Y.

AR ERAES) WRAEHE, AERATRSILES, BiT8 (R
IBEE 28 RRER, AL,

—CHTERERES) - RN RS - RARRE, EEEMERK, thin
AR, IXi:, BREL (ERERER)-—EEREELET. EE ReREE!



SpeechGPT implementations

prompt o
Training

FEABA. MEXNES, BWBE (FEND
F, MENAE) . Step 1: rephrase existing response by LLMs/expert

AR MR EODEE R and Step 2 re-train or continue training it

AT, REERE—FRA,

REREIE, ERGRERZSER, FEER
SR, RIFNER.

AR MRERY, HRUEEQE, mAR
figifRig, AEETRBHXESRIE (F0,
RELLEH! "R E=R "EREE)

BHAPIRIAREWNE, B—LEXNEEND
B, FERMNREEFEEE (FlW, RER R
SJABEELEHA? "ZKE) .

HiclE, XR—DMEEME: FEFEAIIEX.
markdown, ERFSHEMEERASKROLTEX
g9tE=t.

BAXFEHHF (fim, ““F-"F"MAR2012
%) .

MRBLERSE, RIUBRENRFET. XX
R—IHE#EIR, BPRREREHER.



EQGPT

e How to generate responses with high EQ?
e Benchmark, training and beyond.



SpeechGPT
A end-2-end solution: SpokenGPT



Solution: SpeechGPT

STELT| [NV ] | | LEY EECETY ] | CERTErt] | OB
5

( l\-/l-y-ﬁéhe is SpeechGPT.)

R T I I TSI

.

-lllll-l--lllll-l--l-.III.--IIIII-I-
----------------------------- N
.

Sure, | will read it now:

(What is your name?)

B e I

Please read this sentence:

“Today is a beautiful day.”
The content of this speech is:

“Have a good day!”

Dong Zhang and Shimin Li and Xin Zhang and Jun Zhan and Pengyu Wang and Yagian Zhou and Xipeng Qiu.
SpeechGPT: Empowering Large Language Models with Intrinsic Cross-Modal Conversational Abilities.

https://github.com/Onutation/SpeechGPT



The existing protocol: speech tokenizer

Instruction-tuning

Meta Prompt
P Speech Datasets Text Datasets

Speech2Unit

Text2Unit
Instructions : i’eznzalétgl ] : T_reEnEaI;_u;_2 ]
Cross-modal Chain-of-Modality
Instruction data Instruction data

Speechinstruct

Cross-modal Instructions
[Human]: Transcribe the speech to text. This is the input: {speech unit U } <ech>.
[SpeechGPT]: {transcription T } <eos>.

Chain-of-Modality Instructions

[Human]: This is the speech instruction: {speech}. You can do it step by step. You
can transcribe the instruction, get the text response and speak the response.
<eoh>.

[SpeechGPT]: [tq] {Text1 }; [ta] {Text R }; [ua] {SpeechR} <eoa>.

| Transcription: ) C'lll"""lll"'-"lllll--'lll"')

1
: Hi, my name is SpeechGPT. Nice to :
| meet you! :

Unit

Vocoder

I

[SpeechGPT]: <99> <5> <69> <597> ...... <31>

1

a M"x?..

(5:¥) SpeechGPT

|

[Human]: <43> <2> <64> <33> ...... <534>

| _

Discrete Speech Unit Extractor | Transcription:
" 1 Good morning, what is

e

ur name?

—— e ——————————

- -



A simper protocol: linear projection

() Speech/text in; text out Output: it is incorrect

[ Decoder language model ]
Lin-ear Lin-ear LirTear
projection projection projection
Word tokenizer
[ --wu«uu|||H|||<w~uu4IH{M”‘{{||«uuuwumum "'”}||‘WH"'"“”'""""”"”‘“”““‘”‘“
Random split *

(o i u|||‘HH‘“HH“Imnllll]lllln IIIIII "”HWH"IHW“"’ llllllllllllllllllllllll Is the pronuniation correct ?



What are missing

e Benchmark
e Dataset
e First-tier open-sourced models



Benchmark for Speech LLM

e Single modality
o audio2audio
o text2text

e Cross modality

o audio2text
o text2audio

e Hybrid
o hyribd2text
o hyribd2autio
o text2hyribd
o autioZhybrid
o hybrid2hybrid



Text2audio tasks

e How does the dog bark?
e How to pronounce “bingo”?
e Read “China No. 1” aloud with in Trump’s voice



Hybrid2text Tasks

How many people are recording below? '

Take out what the man said '

Who was the first person to speak? ‘

Say a string of numbers backwards

What is the sentiment of the following audio? ‘

Transcribe what Trump said ‘ (Trump and Biden debate)

What is the difference in emotion between the following two audios? ' '



hybrid2audio

Swap the voices of the two people below '

Replace Trump's voice with Obama's ‘

Replace the following sentence with another emotion '
Say the following sentence in a sarcastic way '
Correct my pronunciation '



Benchmark

e Human evaluation

e A good speech language model could a be evaluator by itself
o <lInput, ouputl, ouput2>, ouputl and output2 which one is better



Speech Flan

Synthesize these data based on the defined scenarios



Extension: Long-context Speech language model

Audio in one second would be tokenized into 32-64 tokens! The sequence would be super long!



Scaling text-speech data up



Speech-text training w/t paired data

Masked language model

Transformer

Speech token textual token



Speech, vision and Language, 3in 1

Transformer

Transformer Transformer Transformer

Speech only text only vision only text-vision

Transformer

Transformer

Transformer

speech-vision text-speech Speech-text-vision




Paired data Is sparse!

e How to get the missing modality

o Synthesis
o RAG



Speech-text training w/o paired data

Masked language model

Masked language model

Transformer

Transformer

Speech token Mtoken

Offline ASR Offline TTS




Synthetic paired data

Input : Pure text Input : Pure speech

I think therefore | am

Text tokenizer :
— Speech tokenizer
textual tokens . . . . . . Speech tokens




Synthetic paired data

Input : Pure text

| think [REISIOE | am

1 TTS

Ln s

textual tokens

Input : Pure speech

—————
-~ Ss

’
~ -
_______

. . . . Speech tokens



RAG for3in 1l

\
ﬂ
image-only
[ Panda is eatinrg-bambee ]
text-only )

[ Panda is eating-bamboes ]

text-image

il

[ A seating panda ]

A

[

Panda is

)

[ A crow is sleeping ]

CLIP+FAISS




RAG

\
recall :
[ A seating Panda L i mEEE { A seating panda ]
. retrievd|® = = m y
image-only )

[ Panda is eatinrg-bambee ] recall

Ay
text-only ""--...

"aaa, retrieval

L Ny
.b[ Panda is ]

[ Panda is eating-bamboes ]

text-image

[ A crow is sleeping ]

CLIP+FAISS




Emerging Topics

Multitask Instruct with
Established Datasets

Multimodal
In-Context Learning

More Modalities
(Beyond VL)

mPlug-Owl
OpenFlamingo

Otter/MIMIC-IT
M3IT MetaVlL

ChatBridge

InstructBLIP

X-LLM

PandaGPT

Multimodal GPT Evaluation

SpeechGPT

Dense
Prediction

Efficient H

Adaptation

Videochat

Video-LLaMA
Valley

POPE: Hallucination
LAMM VM-eHUB

Adversarial Robustness

VisionLLM

LLaMA-Adapter v2
Contextual DET

Applications

Embodied

Image
Generation

PathAsst

PMC-VQA

GILL

LLaVA-Med

MiniGPT-4

(Liu et al.2023) (Zhu et al. 2023)

Seminal LMM
Multimedal GPT4 Flamingo PaLM-E KOSMOS-1




Thanks
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